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ABSTRACT: The Job-shop Scheduling Problems (JSP) is a typical 
production scheduling problem widely applied as a single-objective 
optimization in existing research. However, this is not suitable for cases in the 
real world, which normally consist of multi-objective criteria. In this paper, a 
multi-objective Particle Swarm Optimization (MOPSO) for solving JSP is 
developed, where it involves three key MOPSO attributes to be improved as 
identified from the literature which are diversity of swarm solutions, 
exploitation/exploration mechanisms throughout the search process and 
premature convergence. In order to address the issues related to these 
attributes, improvement strategies are implemented that include 
reinitialization of particles, systematic switch of best solutions and Tabu 
search-based mutation. The computational results in solving benchmark 
instances demonstrated that the improved MOPSO performs well in terms of 
finding non-dominated solutions in different regions of the Pareto fronts with 
a wider spread and producing a higher percentage of solutions in comparison 
with other established techniques.  
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1.0 INTRODUCTION 
 

The Job-shop Scheduling Problem (JSP) belongs to one of the best 
known and most studied production scheduling problems, where the 
aim is to obtain a sequence of jobs in optimizing one or multiple 
objectives. Although a single objective is often used, multiple objectives 
such as cost improvement, machine utilization and on-time deliveries 
are among the greater concerns encountered in real-world production 
systems [1–4]. Nevertheless, research works on solving JSP with 
multiple objectives are still limited compared to the single objective [5–
8].  
 
The existing methods used on the standard single-objective model are 
also impractical to directly be applied to real-world scheduling 
scenarios in solving multiple objectives simultaneously. A multi-
objective case is more challenging to solve as the objectives are 
normally in conflict with each other where one objective cannot be 
improved without degrading at least another objective [9]. Instead of a 
unique, single solution produced as the output in a single-objective 
case, there exists a number of solutions in a multi-objective case which 
correspond to the most feasible compromises among the objectives. A 
multi-objective case is also more challenging to solve as the objectives 
are normally in conflict with each other, i.e. one objective cannot be 
improved without degrading at least another objective [10]. Thus, the 
challenge is to improve the existing methods by first identifying the 
methods’ key attributes in optimizing the JSP with multiple objectives 
and to address the issues related to these attributes. 
 
There have been several methods proposed to solve multi-objective 
problems. More recently, swarm intelligence has been developed for 
this purpose [11], where the success of the Particle Swarm Optimization 
(PSO) in the optimization of a single objective has inspired researchers 
to extend the use of this technique to multi-objective optimization. The 
relative simplicity of PSO, its straightforward implementation and 
adaptability to a wide range of domains have made it an emerging 
candidate to be extended for multi-objective optimization [12]. 
 
On the other hand, a modified representation of position, movement, 
and velocity of particles has been proposed [1]. Additionally, the 
method also performed a diversification strategy to update non-
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dominated solutions. Furthermore, Lei [5] introduced the first 
implementation of multi-objective PSO (MOPSO) in JSP known as 
Pareto archive PSO (PAPSO), whereby a crowding measure-based 
archive maintenance was merged with the selection of global best 
position and a mutation was performed on archive members. The 
algorithm was also applied to solve fuzzy JSP [12]. Feng et al. [6] 
presented the multi-objective orthogonal PSO (MOOPSO), where the 
orthogonal design method was used during the generation of the initial 
swarm and for selection of more than one global best position. 
Tavakkoli-Moghaddam et al. [2] employed genetic operators merged 
within a Pareto archive PSO, along with variable neighbourhood 
search (VNS), to respectively update and improve particles. They also 
constructed initial solutions using new elite Tabu search (ETS) method. 
Another version of the technique [7] applied a character of Scatter 
Search (SS) to choose a new swarm in every iteration. Wisittipanich and 
Kachitvichyanukul [8] adopted a combination of four groups of 
particles within a single swarm with unique movement schemes. An 
elite group was also utilized to keep the updated non-dominated 
solutions found by the entire swarm which is used as guidance for 
flying of particles. In a later study, an integrated metaheuristics method 
has been proposed to optimize the performance of a job shop 
scheduling problem in a robotic cell. The proposed method 
successfully optimized the makespan and the total operational 
punctuality including the earliness and tardiness [3]. Meanwhile, Meng 
et al. [4] proposed a dual-population hybrid PSO (NMOPSO) based on 
a greedy strategy, where one population is to lead another population 
to convergence. The simulated annealing was utilized as a local search. 
It also performed crossover and mutation operations on individuals in 
the two populations. 
 
One main shortcoming of the existing PSO design is that the swarm is 
inclined to cluster rapidly towards the current best location, resulting 
in a stagnation of the searching process when the swarm becomes stuck 
at a local optimum. The problem is magnified especially when dealing 
with multi-objective problems. Therefore, as established in these 
research works [1–8, 13], there are many strategies adopted to design 
MOPSO algorithm in solving JSP to cope with this issue. Different 
strategies can be combined simultaneously to reap the collective 
advantages of each individual strategy. Based on these works available 
in the literature, this research has identified three key MOPSO 
attributes to be improved to solve the JSP. Consequently, an improved 
MOPSO is proposed, where key improvement strategies are 
implemented in the existing PSO design to address the issues related to 
these attributes. Additionally, this study utilizes dominant-based 
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optimization approach in order to provide flexible way to determine 
the feasible options for optimization. The proposed method may be 
utilized as the reference architecture to optimize multi-objective 
scheduling problem using dominance-based approach. 
 
The remainder of the paper is structured as follows: Section 2 describes 
the methodology and the improved MOPSO is proposed. In Section 3, 
the results of solving benchmark instances are presented and 
discussed. The paper concludes in Section 4.  
 
 
2.0  METHODOLOGY 

 
2.1 Standard PSO 

 
The particles navigate throughout the search space in a PSO algorithm 
by following the current best particles, whereby they have velocities 
that guide the movement of the particles [14]. The particles update their 
velocities and positions using Equations (1) and (2), respectively: 

 
( ) ( )idgdidididid xprcxprcvwv −××+−××+×= 2211  (1) 

ididid vxx +=     (2) 
 
for i = 1, 2, …, Ns, d = 1, 2, …, D, g = index of the best particle in the 
swarm, where Ns = swarm size, D = problem dimension, w  = inertia 
weight, 1c  and 2c  = learning factors, 1r  and 2r  = random numbers in the 
range [0, 1], xid = position of ith particle, vid = velocity of ith particle, pid = 
best position of ith particle, and pgd = best position in the swarm. 
 
2.2 Problem Description 

 
In JSP, a collection of jobs is to be scheduled on a collection of machines 
in a given order. A job contains a number of operations, where the 
operation indicates the processing of a job on a particular machine. 
Every operation has a job duration, which is known in advance, specific 
for every machine. The sequence of machines occupied by the job is the 
precedence constraints for that job [15]. In this study, the objective of 
the problem is to minimize the makespan and total tardiness 
simultaneously, in which the formulae are given by Equations (3) and 
(4), respectively; 

 
}Cmax{C imax =       (3) 

∑= itot TT                                              (4) 
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where iC  is the completion time of job i, Cmax is the makespan,  

( )0,max iii dCT −=  is the tardiness of job i that is when completion of 
job i is after its due date, id and Ttot is total tardiness. As dominance-
based approach is used to solve the problem, the optimization for each 
function will be carried out independently. 
 
2.3  Solution Representation  

 
A solution representation refers to the transformation procedure from 
a particle in PSO to a schedule in JSP. The representation implemented 
in this study is based on the random key representation and the 
smallest position value (SPV) rule presented in [16]. According to the 
SPV rule, each job in a schedule is first sequenced according to the 
particle’s continuous position values sorted in ascending order. In this 
new sequence, every job will afterwards be scheduled consecutively on 
every machine by adhering to the precedence constraints of JSP. Thus, 
any permutation of this representation always leads to a feasible 
schedule. 
 
2.4  Archive Maintenance  

 
An external archive is used in this study similar to [1] throughout the 
searching process to store the set of non-dominated solutions 
discovered by the swarm so far. In every iteration, all positions of 
particles are updated and the objective functions associated with these 
positions are re-evaluated to obtain the new fitness values. Both of 
these fitness values and the members of the archive are screened 
afterwards to identify the next non-dominated solutions, which are 
then stored back in the archive. When the archive is full, the members 
who are duplicates in terms of fitness values are removed. Using this 
procedure, the size of the archive will not exceed the pre-determined 
maximum capacity. Furthermore, if the solutions are similar, they are 
susceptible to be trapped in a local optimum. Thus, this procedure will 
maintain the required capacity in the archive, while ensuring the non-
dominated solutions are different from time to time.  
 
2.5  Improved MOPSO in Solving JSP 

 
As established in these research works [1–8, 13], there are many 
strategies adopted to design MOPSO algorithm in solving JSP. Based 
on these works available in the literature, this paper has identified three 
key MOPSO attributes to be improved to solve the JSP: i) diversity of 
swarm solutions, ii) exploitation/exploration mechanisms throughout 
the search process, and iii) premature convergence.  
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These attributes were consolidated in the form of a general MOPSO 
structure in solving JSP, as shown in Figure 1. The structure illustrates 
the context of integrating the strategies for improvements within two 
phases of MOPSO - initialization and swarm-evolving phases. It also 
illustrates the multiple aspects of improvements that can be carried out 
during the swarm-evolving phase including solution diversity, 
exploitation/exploration mechanisms and premature convergence. 
These aspects may interrelate with each other as well. With regard to 
the improvement in the diversity of solutions, it is not only targeted to 
the non-dominated solutions on the Pareto front but also includes the 
diversity of the initial solutions and current solutions of the swarm. In 
essence, this structure represents the basis of our perspective on 
improvement strategies available in the literature. 
 

Figure 1: General MOPSO structure with improvement strategies 
 in solving JSP 

 
An improved MOPSO is proposed based on the structure in Figure 1, 
where the improvement strategies are implemented to address the 
issues related to these attributes. Given that xi = position of the ith 
particle, Fxi = fitness value of xi, vi = velocity of the ith particle, A = 
external archive, pi = best position of the ith particle, Fpi = fitness value 
of pi, pg = best position in the swarm, Fpg = fitness value of pg, and Fw = 
worse fitness value among all Fpi, the improved algorithm can be 

MOPSO for solving JSP 

 
Initialization  
phase 

Improve diversity of initial solutions 
(Orthogonal design method [6], Tabu search [2, 7]) 

 
 
 
 
Swarm- 
evolving  
phase 
 

Improve diversity of current solutions 
(Re-initialization strategy [3], variable neighbourhood search [2, 7]) 

Improve exploitation/exploration mechanisms throughout 
search process (Orthogonal design method [6], local search [3], single 

swarm with multiple movements [8],  multiple swarms [3, 4]) 

Improve premature convergence 
(Genetic operators [5, 13], simulated annealing [4]) 
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summarized in the following steps: 
 
Step 1: Initialize the swarm with random positions and velocities. 

Evaluate the fitness values of the swarm. 
Step 2: Check for duplicates in the fitness values and reinitialize the 

positions of the affected particles. Evaluate their fitness 
values. Repeat this step until no duplicate exists. 

Step 3: Initialize A with the non-dominated solutions. 
Step 4: For each particle i, update vi and xi according to Equations (1) 

and (2), respectively. Evaluate Fxi. 
Step 5: If Fxi is similar to Fpg since the last m iterations, reinitialize xi 

and vi. Evaluate Fxi. 
Step 6: Apply Pareto dominance to select Fpi. Update A. 
Step 7: Select a solution randomly in A as Fpg. 
Step 8: If there is no improvement in Fpg since the last d iterations, 

preserve Fpi and Fpg alternately for a duration of d. Update A. 
Otherwise, repeat Steps 6 and 7. 

Step 9: If A contains only one unique member or a single member, 
randomly select Fw as Fpg. 

Step 10: Update pi and pg. 
Step 11: Repeat Steps 4 until 10 while maximum iteration is not 

attained 
 
 
2.5.1 Reinitialization of Particles to Diversity Swarm Solutions 

 
The swarm solutions in MOPSO can be viewed according to the three 
different stages in the algorithm which are initial solutions, current 
solutions and best solutions or non-dominated solutions. Most MOPSO 
techniques generally target to improve the diversity of the non-
dominated solutions only which is during the best fitness evaluation 
stage. But if the solution diversity is also improved beforehand during 
the stages of initialization and current fitness evaluation, it could 
ensure that the search conducted is more widespread from the 
beginning, leading to reasonably better diversity in the non-dominated 
solutions.  
 
In terms of improving the diversity of the initial solutions, several 
works implemented orthogonal design method [6] or Tabu search [2, 7] 
during the initialization stage. On the other hand, a majority of MOPSO 
start with initializing the positions randomly [1, 3–5, 8, 13]. The 
improved MOPSO in this paper also uses the standard random 
initialization procedure but applies an additional step which is 
checking for the duplicates in fitness values and replacing them by 
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summarized in the following steps: 
 
Step 1: Initialize the swarm with random positions and velocities. 

Evaluate the fitness values of the swarm. 
Step 2: Check for duplicates in the fitness values and reinitialize the 

positions of the affected particles. Evaluate their fitness 
values. Repeat this step until no duplicate exists. 

Step 3: Initialize A with the non-dominated solutions. 
Step 4: For each particle i, update vi and xi according to Equations (1) 

and (2), respectively. Evaluate Fxi. 
Step 5: If Fxi is similar to Fpg since the last m iterations, reinitialize xi 

and vi. Evaluate Fxi. 
Step 6: Apply Pareto dominance to select Fpi. Update A. 
Step 7: Select a solution randomly in A as Fpg. 
Step 8: If there is no improvement in Fpg since the last d iterations, 

preserve Fpi and Fpg alternately for a duration of d. Update A. 
Otherwise, repeat Steps 6 and 7. 

Step 9: If A contains only one unique member or a single member, 
randomly select Fw as Fpg. 

Step 10: Update pi and pg. 
Step 11: Repeat Steps 4 until 10 while maximum iteration is not 

attained 
 
 
2.5.1 Reinitialization of Particles to Diversity Swarm Solutions 

 
The swarm solutions in MOPSO can be viewed according to the three 
different stages in the algorithm which are initial solutions, current 
solutions and best solutions or non-dominated solutions. Most MOPSO 
techniques generally target to improve the diversity of the non-
dominated solutions only which is during the best fitness evaluation 
stage. But if the solution diversity is also improved beforehand during 
the stages of initialization and current fitness evaluation, it could 
ensure that the search conducted is more widespread from the 
beginning, leading to reasonably better diversity in the non-dominated 
solutions.  
 
In terms of improving the diversity of the initial solutions, several 
works implemented orthogonal design method [6] or Tabu search [2, 7] 
during the initialization stage. On the other hand, a majority of MOPSO 
start with initializing the positions randomly [1, 3–5, 8, 13]. The 
improved MOPSO in this paper also uses the standard random 
initialization procedure but applies an additional step which is 
checking for the duplicates in fitness values and replacing them by 
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reinitializing the positions of the affected particles. This is to avoid 
having similar starting solutions among the initial swarm, thus it is able 
to obtain a distinct permutation of schedules that would produce 
unique fitness values. 
 
Next, to improve the diversity of the current solutions, several works 
implemented an integrated Mixed Interger Programming (MIP) – 
metaheuristics strategy [3] and variable neighbourhood search [2, 7] 
during the current fitness evaluation stage. The re-initialization 
strategy in [3] involves re-initializing the positions and velocities of all 
particles randomly after a certain duration of iterations and it will be 
repeated after each predetermined duration of iterations. The 
improved MOPSO in this paper also applies a random re-initialization 
of positions and velocities but only to selected particles whose current 
fitness values are identical to the global best fitness value since the last 
m iterations. This is to keep these particles from converging 
prematurely on the best fitness value obtained so far, thus it is able to 
diversify the swarm from time to time to prevent the stagnation of the 
searching process. 

 
2.5.2  Systematic Switch of Search Mechanism  

 
The performance of MOPSO is mostly influenced by its two abilities: i) 
exploitation around a promising region in the search space in order to 
improve the quality of a current solution, and ii) exploration 
throughout various areas in the search space in order to discover 
prospective solutions in other regions. These two abilities should be 
balanced during the search process to obtain good performance. 
 
In terms of improving the exploitation/exploration mechanisms 
throughout the search process, several works implemented orthogonal 
design method for selection of more than one global best position [6], 
single swarm with multiple movements [8] and multiple swarms [3–4]. 
The single swarm with multiple movements in [8] adopted a 
combination of four groups of particles within a single swarm with 
unique movement schemes. The improved MOPSO in this paper also 
utilizes a single swarm where the particles move as a whole towards a 
global best location, but they will be redirected to another location 
when there is no improvement in the global best solution within a pre-
defined duration.  
 
The density-estimation procedure is proposed by a majority of 
MOPSOs in order to choose the global best solution in the non-
dominated set [2, 5, 7, 13]. Generally, a single solution in that set which 
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belongs to a sparse region is likely to be selected as the global best. 
These algorithms will tend to direct the swarm movement towards this 
single particle for a relatively prolonged period of time, thus potentially 
converging prematurely on the best fitness value obtained so far. 
 
In this research, the discrete MOPSO ensures that there is an alternation 
or rotation among the non-dominated solutions accepted as the 
personal and global best solutions. The selected best solution is also 
preserved for a pre-determined duration to give sufficient chance for 
the algorithm to perform the necessary exploitation around promising 
areas detected so far in the search space. On the other hand, to facilitate 
the exploration of the search space, the best solution is selected at 
random in a periodic manner. It will alternate systematically between 
the random selection and the preserved selection in order to balance 
between the exploration and exploitation phases. 
 
The algorithm will first run with the random selection of the best 
solutions and if there is no improvement in the global best solution 
since the last d iterations, it will invoke a mechanism to preserve the 
current best solution for a pre-determined duration of d. Afterwards, 
the algorithm will invoke the random selection again, also for a 
duration of d. The procedure will be repeated to alternate the selection 
of the best solution not only randomly, but also in the manner of 
selecting the best solutions that have not been chosen so far. The chosen 
solution will be maintained for a duration of d. If a new global best 
solution is found, the algorithm will be back to applying the random 
selection of the best solutions again in order to diversify the search.  
 
A systematic switch of one best solution to another is carried out to 
ensure every solution has a chance to participate in the searching 
process by guiding the flight of the particles at least once throughout 
the iterations. Moreover, it can keep the swarm from being led only by 
a certain solution for a prolonged interval, thus potentially being biased 
towards a certain region of the search space. In addition, the best 
solution is maintained for a fixed duration so that the swarm is able to 
intensify the search around potential region discovered so far in the 
search space, before moving on to explore another potential region 
when it is time for the algorithm to switch to another best solution. 
 
2.5.3  Tabu Search-Based Mutation for Premature Convergence  
Premature convergence stemmed from a rapid loss of diversity within 
the swarm where particles are stagnating about a sub-optimal location 
and become incapable to produce new solutions. This behaviour can 
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cause the entire swarm to be trapped in a local optimum from which it 
is challenging to escape. Since the global best particle attracts all 
particles of the swarm, it is possible to guide the swarm out of this state 
through a mutation or change in the global best solution. 
 
In terms of improving the premature convergence, several works 
implemented genetic operators [5, 13] and simulated annealing [4]. The 
genetic operator in [5, 13] involves a mutation on chosen archive 
members involving one real variable corresponding to sub-string of a 
chromosome of each archive member. The improved MOPSO in this 
paper also employs a kind of ‘mutation’ or change, which involves the 
selection criterion of the global best solution, based on the experience 
of the particles throughout the flight. 
 
Referring to the previous subsection, if there is only one unique non-
dominated solutions or a single non-dominated solution to alternate as 
the global best solution during the duration d, the swarm becomes 
susceptible to converge prematurely on that best solution obtained so 
far. In this study, the algorithm will invoke a mechanism of Tabu search 
and make use of the experience of the particles, where it is permitted to 
select a worse solution randomly among the personal best solutions of 
the particles as the global best solution. This is carried out since there is 
no other solution to alternate as the global best solution and to give the 
algorithm a chance to move away from a local minimum. By taking 
advantage of the prior experience of the swarm, it may discover 
another path to a better solution which is not explored previously.  
 
 
3.0 RESULTS AND DISCUSSION 

 

In this section, the performance of MOPSO with the improvement 
strategies discussed in the previous section is evaluated in the case of 
solving JSP. First, an experimental study is conducted to assess the 
effect of implementing these improvement strategies in MOPSO 
compared to when no strategy is implemented. Three test instances of 
varying complexities known as FT06, FT10 and FT20 were selected 
from the OR-Library [17]. The objective is to find the non-dominated 
solutions in minimizing the makespan and total tardiness. Both 
methods are programmed using MATLAB on an Intel Core i5-6200U 
CPU at 2.3 GHz with 4GB of RAM running on Windows 10. The swarm 
size is 100 for all instances. For FT06 problem, the inertia weight is 
decreased linearly from 0.9 at the beginning to 0.4 at the end of the run. 
While for FT10 and FT20 problems, it is set from 2.8 to 0.4. Both learning 
factors are set to 2.0. The maximum iterations are 6000 for FT06 and 
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10000 for both FT10 and FT20, where both methods are executed 
randomly for 20 runs in every instance. The parameters m and d are set 
to 1 and 300, respectively. Due date data for FT06, FT10 and FT20 is set 
according to Lei and Wu [18].  
 
The results of the improved MOPSO algorithm are compared with the 
basic MOPSO in terms of Pareto fronts as illustrated in Figure 2. It 
shows that basic MOPSO is competitive with improved MOPSO for 
FT06 instance, where both methods managed to find a similar non-
dominated set as depicted in Figure 2(a). For FT10 and FT20, improved 
MOPSO was able to obtain 20% and 75% more solutions than basic 
MOPSO, as shown in Figures 2(b) and 2(c) respectively. Furthermore, 
70% and 75% of the solutions obtained by basic MOPSO for the 
respective FT10 and FT20 instances are dominated by those obtained 
using improved MOPSO. Besides, there is no solution produced by 
improved MOPSO that is dominated by basic MOPSO. 

 

 
(a) 

 
(b) 

 
(c) 

Figure 2: Pareto fronts of basic and improved MOPSO for (a) FT06, (b) FT10 
and (c) FT20 instances 
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Table 1 gives the average computational times consumed by both 
methods in completing one run. The basic algorithm consumed a 
slightly lesser computational time in FT06 instance to obtain a similar 
non-dominated set as the improved one. On the other hand, the 
improved algorithm expended slightly more computational times in 
FT10 and FT20 instances, but its results significantly outperformed the 
results produced by the basic MOPSO.  
 

Table 1: The average computational times per run (in seconds) 
Instance Basic MOPSO Improved MOPSO 

FT06 236 368 
FT10 976 1013 
FT20 1043 1061 

 
Based on the results, for solving a test problem of a lower complexity 
like FT06, the use of improvement strategies may not be necessary since 
the basic algorithm is capable to solve it in a time-efficient manner. On 
the contrary, for solving test problems of a higher complexity like FT10 
and FT20 instances, the basic algorithm is demonstrated to be not 
effective and it is outperformed by the improved algorithm with a 
corresponding increase in computational costs. For this type of 
problems, it is clear that MOPSO with improvement strategies is 
superior and capable of producing a higher number of non-dominated 
solutions.  
 
After the improved algorithm has been demonstrated to be effective in 
solving JSP, its results are compared with the ones reported in the 
literature employing other metaheuristic techniques. In Figure 3, the 
results of the improved MOPSO are compared to those obtained using 
other existing algorithms including Strength Pareto Evolutionary 
Algorithm (SPEA) and Crowding Measure-Based Multi-Objective 
Evolutionary Algorithm (CMOEA) given by Lei and Wu [18]. On the 
other hand, SPEA method as proposed by Zitzler and Thiele [9] utilizes 
a fitness assignment based on principles of coevolution and the niching 
technique founded on the concept of Pareto dominance. Meanwhile, 
CMOEA applies a crowding-measure-based method to amend the 
external population and allocate distinct fitness for members in the 
population. 



Improved Multi-Objective Particle Swarm Optimization for Job-Shop 
Scheduling Problems

45ISSN: 1985-3157       Vol. 14  No. 3     September - December  2020

Journal ofAdvancedManufacturingTechnology (JAMT) 
 

 
(a) 

 
(b) 

 
(c) 

Figure 3: Pareto fronts of SPEA, CMOEA and improved MOPSO for (a) FT06, 
(b) FT10 and (c) FT20 instances  

 
Figure 3 shows that improved MOPSO, SPEA and CMOEA managed 
to find a set of non-dominated solutions on different regions of the 
Pareto fronts. The solutions of SPEA and CMOEA tend to cluster at the 
lower-half region, while the solutions of improved MOPSO incline to 
occupy the upper-half region of the front, although its spread is much 
wider than those belong to SPEA and CMOEA. For FT06 instance as in 
Figure 3(a), improved MOPSO was able to obtain 50% more solutions 
than SPEA [9] and CMOEA [18]. Although some solutions of improved 
MOPSO in FT10 and FT20 as in Figures 3(b) and 3(c) are dominated by 
SPEA and CMOEA, both methods do not manage to find solutions on 
another region of the front, unlike the improved MOPSO. It is found 
that two solutions of FT10 and one solution of FT20 generated by SPEA 
are actually dominated solutions. Overall, even though improved 
MOPSO has some dominated solutions, it managed to find 67% to 100% 
of the total non-dominated solutions compared to SPEA and CMOEA, 
as shown in Table 2. This will provide the decision-maker a wider range 
of possible solutions to choose from based on the requirement of the 
production system; either to prioritize the makespan or the total 
tardiness, or to strike a balance between the two objectives. 
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With regards to FT10 instance as illustrated in Figure 3(b), the best 
makespan value obtained by improved MOPSO is 974, which is close 
by 4.73% to the optimal makespan value of 930. This makespan value 
by improved MOPSO is also better compared to SPEA by 8.03% and 
CMOEA by 7.85%. On the other hand, the best total tardiness value 
obtained by improved MOPSO is 514 which is outperformed by SPEA 
by 64.98% and CMOEA by 69.65%.  
 
In a production system, the decision-maker may be concerned with 
achieving a better makespan value since makespan signifies a good 
measure in performance for job-shop; a schedule with minimum 
makespan is a sign of high throughput rate and high machine 
utilization which is very important in production systems since 
machines are costly to procure and operate. Minimizing the makespan 
is also associated with minimizing the machine idle time. On the other 
hand, the tardiness of jobs depends on job due dates, where they are 
typically set by the customers. The decision-maker may examine what 
due date setting that result in jobs finishing late or on time so that the 
customers can be informed. The decision-maker may also propose to 
the customers different due date options that fulfill the makespan 
objective in order for jobs to complete close to their assigned due dates. 
In this way, the tardiness value is able to be reduced while still 
achieving a good makespan value [7–8, 15].  

 
Table 2: Percentage of non-dominated solutions found based on Figure 3 

Instance 
Percentage of non-dominated solutions found by each algorithm 

SPEA (%) CMOEA (%) Improved MOPSO (%) 
FT06 50 50 100 
FT10 11 33 67 
FT20 22 33 67 

 
The core underlying difference among these algorithms is that SPEA 
and CMOEA concentrate on the application of fitness assignment 
procedures whereas improved MOPSO focuses on escaping the local 
minimum by diversifying the swarm periodically throughout the 
different phases of the algorithm. The implementation of various 
strategies in improved MOPSO are able to prevent the particles from 
converging towards a specific region on the Pareto front, thus a more 
widespread search can be conducted to discover new solutions in other 
regions.  
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4.0 CONCLUSION 
 

In this paper, an improved MOPSO for solving JSP was developed 
based on proposed key improvement strategies identified in the 
literature that include reinitialization of particles, systematic switch of 
best solutions and Tabu search-based mutation. The computational 
results in solving benchmark instances demonstrated that the 
improved MOPSO performs well in terms of finding non-dominated 
solutions in different regions of the Pareto fronts with a wider spread 
and producing a higher percentage of solutions in comparison with 
other established techniques. By using the improved MOPSO, the 
makespan values for all instances are consistently reduced compared 
to the basic MOPSO, SPEA and CMOEA with improvements varying 
from 0.41% to 13.11%. In a nutshell, the rapid clustering problem of a 
standard PSO has been successfully resolved by improving three 
searching mechanisms. Nevertheless, the improved MOPSO exhibits a 
potential for further improvement. The next research plan will attempt 
to include the density-estimation procedure for the global best selection 
and apply other performance metrics to measure and evaluate the 
convergence and diversity of non-dominated solutions. 
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